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Abstract. The work described in this paper investigates the potential
of Automatic Speech Recognition (ASR) to support young children’s ex-
ploration and reflection as they are working with interactive learning en-
vironments. We describe a unique ecologically valid Wizard-of-Oz (WoZ)
study in a classroom equipped with computers, two of which were set up
to allow human facilitators (wizards) to listen to students thinking-aloud
while having access to their interaction with the environment. The wiz-
ards provided support using a script and following an iterative method-
ology that limited on purpose their communication capacity in order
to simulate the actual system. Our results indicate that the feedback
received from the wizards did serve its function i.e. it helped modify stu-
dents’ behaviour in that they did think-aloud significantly more than in
past interactions and rephrased their language to employ mathematical
terminology. Additional results from student perception questionnaires
show that overall students find the system suggestions helpful, not repeti-
tive and understandable. Most also enjoy thinking aloud to the computer
but, as expected, some find the feedback cognitively overloading, indi-
cating that more work is needed on how to design the interaction tipping
the balance towards facilitating post-task reflection.
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1 Introduction

The importance of language as both a psychological and cultural tool that me-
diates learning has been long identified; from as early as Vygotsky to modern
linguists such as Pinker. From a Human Computer Interaction (HCI) perspec-
tive, speech recognition technology has the potential to enable more intuitive
interaction with a system, particularly for young learners who reportedly talk
aloud while engaged in problem solving (e.g. [1]). However, with the exception
of limited research discussed in Section 2, the relationship between speech and
learning has not been investigated in the Technology-Enhanced Learning (TEL)
field, despite the advances that automatic speech recognition (ASR) is making.
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The potential of such technology for learning relates to young children’s
capacity of inner-speech (that can become explicit think aloud) and reflec-
tion as a learning mechanism. For example, in mathematics, our area of in-
terest, several researchers have emphasised that metacognitive instruction that
uses self-directed speech improves students’ mathematical reasoning [2]. Ele-
mentary school students can be aware of their inner-speech and verbalise their
thoughts [1]. While the importance of explicit reflection is well understood [3],
researchers have also suggested that reflecting is the answer to stimulating re-
tention and that the skill of reflection must be taught at an early age [4].

In this paper we report studies performed in order to understand better the
potential of speech-enhanced intelligent support in young children’s interactive
learning in the iTalk2Learn system, a platform that sequences tasks from intel-
ligent tutoring and exploratory learning environments, while leveraging speech
recognition technology to enhance the intelligent decision making, and speech
production to provide feedback for students.

The main research question that concerns us: will students talk naturally to
the computer and think-aloud, when seemingly unobserved? In the long term,
we are interested in the potential of employing speech-recognition to enhance the
system’s ability to support student problem-solving, exploration and reflection.

The main research question that concerns us is whether providing speech-
enhanced intelligent support both at cognitive and affective aspects can demon-
strate potential for supporting student problem-solving, exploration and reflec-
tion. Additionally we were interested in whether students would talk naturally
to the computer and think-aloud, when seemingly unobserved.

We designed and conducted a Wizard-of-Oz (WOZ) study where wizards sim-
ulated realistic capabilities of speech recognition technology that shows promis-
ing results with respect to both encouraging students’ verbal reflections and
providing problem-solving support. To the best of our knowledge, the study was
unique in its complexity and ecological validity in that it was conducted in a
school classroom targeting in six sessions two students at a time while the rest
of the classroom was working on the same system (with limited support) thus al-
lowing the students to feel unobserved and think aloud and talk to the computer
as they would normally do in the system proper.

In what follows, Section 2 presents a brief background with respect to the
potential of voice interaction for learning. Section 3 outlines the methodology
and the setting behind the WOZ studies. Section 4 presents descriptive results
and an exploratory analysis of the effect of feedback on students’ reactions.
Section 5 discusses the results in more detail and Section 6 concludes the paper
and draws implications for future research.

2 Background — Voice Interaction For Learning

From an HCI perspective speech production and recognition can provide po-
tentially more intuitive interaction. In particular, spoken language input can
enable students to communicate verbally with an educational application and
thus interact without using human interface devices such as a mouse or keyboard.



Exploring the potential of ASR: a Wizard-of-Oz study 3

Despite ASR for children being extremely difficult it is worth bearing in mind
that related HCI-research suggests that ASR accuracy should not limit its usage
and that the overall VUI design and the match of the application to its context
should be able to compensate for possible flaws [5]. The approach taken in pre-
vious work (particularly the LISTEN [6] project) suggests that 100% accuracy
can neither be expected nor relied upon. In light of this, it is preferential to err
on the side of caution, thereby ensuring the least negative impact on learning.

With respect to learning in particular, the hypothesis that ASR can facilitate
learning is based mostly on educational research that has shown benefits of ver-
balization for learning (e.g., [7,8,9]). The possible verbalization effect could be
enhanced with ASR since cognitive theory of multimedia learning [10] predicts
that a more natural and efficient form of communication will also have posi-
tive learning gains. The few existing research studies have found mixed results
with respect to whether the input modality (speaking vs. typing) has a positive,
negative or no effect on learning. In [11], for example, the authors investigated
whether student typing or speaking leads to higher computer literacy with the
use of AutoTutor. They reported mixed results that highlight individual differ-
ences among students and a relationship to personal preferences and motivation.

The importance of students’ verbal communication in mathematics in par-
ticular becomes apparent if we consider that learning mathematics is often like
learning a foreign language. Focusing, for example, on learning mathematical
vocabulary, [8] encouraged students to talk to a partner about a mathematical
text to share confusions and difficulties, make connections, put text into their
own words and generate hypotheses. This way, students were able to make their
tentative thinking public and continually revise their interpretations.

For further consideration is the research about self-explanation; an efficient
learning strategy where students are prompted to verbalize their thoughts and
explanations about the target domain to make knowledge personally meaningful.
Previous research [12] found that the amount of self-explanation that students
generated in a computer environment was suppressed by having learners type
rather than speaking. Moreover, some students are natural self-explainers while
others can be trained to self-explain [13]. Even when self-explanation is explicitly
elicited, it can be beneficial [14] but requires going beyond asking students to
talk aloud by using specific reflection prompts [13].

Self-explanation can be viewed as a tool to address students’ own misun-
derstandings [14] and as a ’window’ into students’ thinking. While it may be
early days for accurate speech recognition to be able to highlight specific errors
and misconceptions, undertaking carefully-designed tasks can help identify sys-
tematic errors that students make. For example, [15] explores how naming and
misnaming involves logic and rules that often aid or hinder students’ mathemat-
ical learning and relate to misconceptions. A lack of mathematical terminology
can also be noticed and prompts made to students to use appropriate language
as they self-explain.

Finally, speech provides an additional cue for drawing inferences on stu-
dents emotions and attitude towards the learning situation while they are solv-



4 Mavrikis et al.

ing tasks. By paying attention to tone and pitch of speech in conjunction with
other auditory signs like sighs, gasps etc., we can provide learners with even
more individualized help, for instance, in the form of motivational prompts.

3 The Wizard-of-Oz study

3.1 Methodology

The studies reported on this paper are part of a process of a methodology referred
to as Iterative Communication Capacity Tapering (ICCT) for designing the in-
telligent support for helping students in interactive educational applications [16].
In particular, they relate to both task-specific problem solving and affective sup-
port. ICCT is an extension of the well-known HCI wizard-of-oz methodology for
the development of intelligent systems that recognises the complexity of educa-
tional contexts by advising a gradual reduction (tapering) of the communication
between a human facilitator and the students followed by replacing the facilita-
tor by a computer-based system. During the first phase, the facilitator gradually
moves from a situation in which the interaction with the student is close, fast,
and natural (i.e. face-to-face free interaction) towards a situation in which the
interaction is mediated by computer technologies (e.g. voice-over-ip or similar for
voice interaction, instant messaging or similar for textual interaction) and regu-
larised by means of a script. On a second phase, the script is crystallized into a
series of intelligent components that produce feedback in the same way that the
human facilitator did. The gradual reduction of communication capacity and the
iterative nature of the process maximise the probability of the computer-based
support being as useful as the facilitator’s help.In this paper, we are already
starting the second phase, i.e. gradually replacing humans by a computer-based
system. Experts (“wizards”) are not physically near enough to the students to
observe them directly, and therefore must observe them by indirect mediated
means: the students’ voice was heard by using microphones and headsets and
their screen was observed by a mirror screen. The wizards did not have direct
access to the students’ screen (so e.g. could not point to anything on the screen
to make a point), could not see the students’ face (for facial cues), and could not
communicate to students by using body language, only the facilities provided by
the wizard-of-oz tools that resemble those of the final system.

3.2 Participants and Procedure

After returning informed consent forms signed by their parents 60 students 9
to 10-year old (Year-5) took part in a series of sessions with the iTalk2Learn
platform configured for learning fractions through structured tasks from the in-
telligent tutoring system Whizz Maths and more open-ended tasks from the
exploratory learning environment Fractions Lab. The sessions were designed to
first familiarise all students with the environment and then allow them to un-
dertake as many tasks as possible (in a study that has goals outside the scope of
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this paper). In parallel, we were running the WOZ study by asking two students
in each session to work on different computers as described below. In total 12
students took part in the WOZ study but due to data errors we were able to
analyse the interaction of only 10 students.

At the end of the session the students who participated in the WOZ study
answered a questionnaire and took part in a focus group. Although method-
ologically students’ opinion elicited through questionnaires can be problematic,
they can still provide useful metrics that help us gauge students’ perception of
the intelligent support and influence our decisions in relation to the the overall
approach we are taking [17]. We employed a 5-point Likert visual analogue scale
with pictorial representations of smileys that children can relate to (see [17,18])
in order to respond to pertinent questions. We were particularly interested in
helpfulness, repetitiveness and comprehension, metrics which we have previously
identified useful [17]. In this research we added an extra construct that asked
students whether they enjoyed thinking aloud.

3.3 Classroom setup

The ecological validity of the study was achieved by following the setup depicted
on Figure 1 and Figure 2. The classroom where the studies took place is the
normal computer lab of the school in which more computers are on tables facing
the walls on a Π-shape and a few are on a central table. This is the place where
the WOZ study took place, while, for ecological validity, the rest of the class was
working on the other computers. The students were told that the computers in
the central isle were designed to test the next version of the system and were thus
also responding to (rather than just recording as the rest of the computers) their
speech. The central isle had two rows of computers, facing opposite directions,
and isolated by a small separator for plugs etc. In the central isle the students
worked on a console consisting on a keyboard, a mouse, and a screen. Usually,
those components are connected to the computer behind the screen; for these
studies, they were connected to a laptop on the wizards’ side of the table. This
allowed the wizard to observe what the students were doing. As the iTalk2Learn
system is a web-based system, and all the students see is a web browser, the
operating system and general look-and-feel of the experience was equivalent to
the one that the rest of the students were using. When the wizards wanted
to intervene, they used the iTalk2Learn WOZ tools to send messages to the
student’s machine. These messages were both shown on screen and read aloud
by the system to students, who could hear them on their headset.

3.4 The wizard’s tools

In line with the ICCT methodology mentioned above, the wizards restricted
their ‘freedom’ in addressing the students by employing a pre-determined script
in which the expected interventions had been written. Figure 3 shows a high-
level view of this script, the end-points of which require further decisions also
agreed in advance in a protocol but not shown here for simplicity. In this study,
we limited ourselves to written interventions that could be selected from an
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Fig. 1. The classroom. Most students are facing the walls on a Π-shape. The Wizard-
of-Oz studies took place on the central isle while the rest of the students are working
on a version of the system that only sequences tasks and provides minimal support.
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Fig. 2. Wizard-of-oz setup. Each student speaks on a headset (mic) that is connected
to the wizard’s headphones (1). The student interacts with a console (i.e. keyboard,
mouse, screen) that is connected to a laptop on the wizard’s side (2,3) so as the latter
can witness their interaction. The wizard can send messages (4) by using specially de-
signed wizard tools. These messages arrive to a server and subsequently to the mirrored
laptop) (5) where they can be seen (6) and heard (7) by the student.
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online document appropriate for being read aloud by the system. There were no
other kinds of interventions (such as sounds, graphical symbols on screen etc.).
The intervention had a set of associated conditions that would fire them thus
resembling very closely the system under development.

Feedback type Example

AFFECT
It may be hard, but keep trying.
If you find this easy, check you work and change the task

TALK ALOUD
Remember to talk aloud, what are you thinking?
What is the task asking you?’

TALK MATHS Can you explain that again using the terms denominator, numerator?

PROBLEM SOLVING You can’t add fractions with different denominators.

REFLECTION
What did you learn from this task?
What do you notice about the two fractions?

Table 1. Examples of feedback types

4 Results

In total 170 messages were sent to 10 students. The raw video data was analysed
by a researcher who categorised the feedback messages. The researcher noted
whether the feedback was directly related to what the student had said; and
additionally whether the student reacted immediately, after a delay, or not at
all. Another researcher went through the categories and any discrepancies were
discussed and resolved before any analysis took place.

Table 1 shows the different types of messages sent to students. It can be
seen that most frequent messages were reminders to talk aloud (68). This was
followed by problem-solving feedback (55), and feedback according to students
emotions (31). The least frequent messages relates to reflection (11) and using
maths terminology (5).

By design, all of the reminders to use mathematical terminology were based
on students’ speech. In 16 of 31 cases, the feedback immediately related to what
the student had said concerned emotions. It is not surprising that student re-
minders to talk aloud were not sent according to what the student had said, as
they were provided when the student did not speak.

Students’ reactions to the different feedback types can be seen in Table 2. Stu-
dents reacted to all of the reminders to use mathematical terminology (100%)
by repeating their sentence and making an effort to be more precise and use
mathematical language such as ‘fraction’ (instead of ‘that’) and numerator, de-
nominator (instead of ‘this’, ‘top number’, ‘bottom number’) as they often do.
Additionally, students reacted to all feedback to reflect on the task (100%).This
was followed by problem solving feedback (87%), and reminders to talk aloud
(82%). The lowest number of reactions occurred after an affect boost (74%).



8 Mavrikis et al.

Fig. 3. Flowchart representing the wizard’s script for support.

Was the feedback immediately
related to what the student said?

Feedback type NO YES Total

AFFECT 15 16 31
TALK ALOUD 62 6 68
TALK MATHS 0 5 5
PROBLEM SOLVING 40 15 55
REFLECTION 9 2 11

Total 126 44 170

Table 2. Feedback types, including whether message was sent according to what stu-
dent said

Student reacted Response

Feedback type NO YES Immediate Delayed Total

AFFECT 8 23 19 4 31
TALK ALOUD 12 56 54 2 68
TALK MATHS 0 5 5 0 5
PROBLEM SOLVING 7 48 46 2 55
REFLECTION 0 11 10 1 11

Total 27 143 134 9 170

Table 3. Feedback types and whether student reacted immediate or not
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We investigated whether there is any correlation between feedback imme-
diacy and response. There was no significant correlation between provision of
feedback immediately after what the student had said, and students’ reactions
(r=.18, p>.05). However, the correlation indicates a positive trend on provision
of feedback which is immediately following student verbalisation, followed by a
reaction. Especially when we take the problem-solving support into account that
does not rely on speech but on students’ actions with the exploratory environ-
ment, there is a more clear correlation (r=.16, p<.05), as expected because of
the several interventions on problem solving that do not necessarily require an
immediate reaction from the student, but either to observe or think something
that may not be directly observable.

We ran a one-way ANOVA on feedback types with respect to response types
by categorising them as follows: affect-related, talk-aloud prompts, and learning-
related (includes prompts to elaborate on the terminology, as well as specific
problem solving feedback and reflection prompts). There was a significant effect
of feedback type on immediacy of the response in that students were less likely
to respond immediately after affect prompts F(2,167)=4.05, p<.05. We discuss
this in light of the focus group and student questionnaire results in Section 5.

4.1 Student Questionnaire

Consistent with the findings in the literature and our previous studies, the stu-
dents responded positively on the questionnaire and did not have any difficulties
answering using the smiley visual analogue. Figure 4 depicts boxplots of the
answers to the questionnaires that overall are quite satisfactory. One of the rea-
sons for providing the questionnaire is that despite its limitations it can help us
identify any negative perception that students may have, that tends not to be
voiced in one-to-one or focus groups. As such, it was encouraging to see that all
students find the feedback ’somewhat’ or ’very’ understandable. They also did
not seem to find it repetitive, which is positive given the effort that we put in
the design and the alternative texts that wizards have in their disposal even for
the same meaning. We will discuss in more detail in the next Section why some
students may not have found the support so helpful (even if we know that gener-
ally this is the lowest reported metric because what people, and young children
in particular, perceive as helpful might not necessarily be aligned with what the
pedagogical design suggests). The next section also discusses that the variety of
answers with respect to whether students liked thinking aloud, even if positive
overall, relates to individual differences and preferences.

5 Discussion

Designing intelligent educational systems is a complex endeavour that requires
a holistic approach to both the system’s behaviour and crucially the interaction
with the student. The emphasis here is on interaction since (apart from the
difficult task of providing problem-based support at the right time and level) it
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Fig. 4. Box plot of student answers

is important (especially during a WOZ study) to give student the appearance
of an interaction that can help them believe both that it is adaptive to their
interaction and that there is a benefit in, for example in our case, the effort they
are putting in talking-aloud. The issues therefore are intertwined and relate both
to the speech recognition capabilities (which here were simulated by wizards and
thus had reduced error than an actual system) and feedback capabilities (which
in our case was through the written and audio prompts). In what follows we
categorise in themes the various issues that have emerged during our analysis
including the focus group discussion with the students.

5.1 “Now you are talking” - The effect of ecological validity

From a methodological perspective this study confirmed related literature and
our anecdotal evidence that younger students are comfortable talking aloud when
undertaking problem solving tasks. It also supported our conjecture that an
ecologically valid setting would make a difference compared to earlier work in
school with small individual or pair of students. In our previous visits students
worked in a small room and at a single computer that was set up to receive WOZ
messages. Anecdotal evidence showed that in this more artificial setup, students
were less forthcoming thinking aloud despite prompts from the computer and/or
the researcher. Prompts of the researcher to ”Remember to think aloud” or to
”Talk to the computer” were met with responses such as ”I don’t know what to
say” or ”I don’t know how to talk to the computer”. Some of the same students
but even other ones who, according to the teacher’s admission, are generally
shy to talk, when in the authentic classroom setting talked more freely. This is
in line with the self-explanation literature discussed in Section 2 that says that
students are more likely to talk if they believe that this will help them solve the
problem, rather than talking to an audience. There is a lot to attribute to the
improved interaction with the computer (as compared to the previous, versions
several things had improve to get the students a more realistic interaction).
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However, while a proper statistical comparison is not appropriate in this case,
we are convinced that the main difference was the ecologically valid setting i.e.
that the students who were ‘wizarded’ felt less observed and therefore were more
inclined to think-aloud.

5.2 “Sarcasm doesn’t become you” - Speech production matters

Students were positive about their experience at the computer overall. They
liked receiving feedback as a direct result of their engagement with the tasks,
particularly when it was reinforcing desired behaviour.

The students suggested improvements that could be made to the system. In
earlier trials students in another school had heard feedback read out by a male
voice. They did not like this voice, reporting it to be very brusque suggesting it
sounded like they were being reprimanded each time. In order to improve the
experience in this trial, an English female voice was used. The students felt that
this voice had a sarcastic tone, particularly for feedback such as “well done”.
Furthermore, the students felt not all messages needed to be read out (particu-
larly the feedback related to trying other problem-solving approaches), or that
some could be stated but not shown as a pop-up because these tended to inter-
fere with the flow of their work. This concurs with [13] findings when designing
a multimedia environment that supports self-explanation by avoiding the dupli-
cation of messages across two different modalities (e.g. text and narration) that
uses the same information processing channel. There was also a suggestion that
students could choose when they wanted to read or hear feedback by having a
button that they could click on when they needed help or wanted to hear what
the computer was suggesting to them.

5.3 “Can the headsets look in my head?” - Cognitive load and AI

Most students, during the focus group, stated that they were at ease thinking
aloud some even saying that it helped them concentrate. They were amused
about the capabilities of artificial intelligence (AI) and provided (sometimes
utopian) suggestions about what it can do. A couple however answered negatively
in the questionnaire and in the comments raised a concern that they sometimes
struggled to explain what they are doing. Although the latter is not a good
justification for not thinking aloud (i.e. struggling to explain, hard as it may
be, is definitely useful in clarifying one’s thinking and contributes to learning as
discussed in Section 2) we observed in some occasions that some of the students
would get cognitively overloaded and lost in their own thinking aloud process
in an effort to respond on the system’s prompts. As the wizards were avoiding
performing deep natural language processing they could not help the students.
We observed similar situations in the recordings of the rest of the classroom
that was encouraged to think aloud (in order to record their voices for training
purposes of the ASR system) unaided. In a classroom of course this meant that
a teacher or teacher assistant was able to provide more support. The focus group
discussion revealed that a combination of factors might be affecting the students’
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perception on what they can or cannot do. Although all students undertook the
same briefing, the fact that a computer can help them when talking aloud is not
necessarily something that sinks in quite easily for all of them. This is exemplified
by the student who muttered the title of this subsection to himself surprised by
the feedback he received when after reflecting on a task he was prompted to
repeat using mathematical terminology.

5.4 ”Hmm—let me rephrase that” - Pronouns 0 — Maths 1

We observed that most of the times the feedback served its function in that it
modified the students’ behaviour. The 143 out of 170 feedback prompts where
student reacted is indicative of that. Albeit few, we are particularly interested in
the prompts that requested rephrasing using mathematical terminology. We do
not have the data to support further the conjecture but it seems to be a powerful
enough prompt to help the students think more carefully what they are saying.
One of the reasons for the low number of this type of feedback messages is that it
was only needed once per student. The prompt seems to have been internalised
by the students who (at least in one occasion) self-corrected herself replacing
demonstrative pronouns with descriptive mathematical entities.

5.5 ”Talking the talk” - Individual differences matter

Individual differences matter in learning and interaction. Students’ personality,
affective characteristics and other factors play a role in their natural propensity
to think aloud and/or to talk to an inanimate computer. Among the 12 students
two were selected by their teacher on purpose as generally more silent in class
and in the lower attainment group. Those received significantly lower feedback
prompts related to their speech. We do not have enough data to support this
statement but their teacher commented that even the few statements that the
system (in the form of the wizard) elicited from them is an achievement. Fur-
thermore, as with other students, we did observe them mumbling to themselves.
So even if they were not talking aloud they seemingly engaged in inner-speech,
which as mentioned in Section 2, has the potential to help reflection.

6 Conclusion

We presented an ecologically valid Wizard-of-Oz study designed to explore the
potential of Automatic Speech Recognition (ASR) to support young students’
exploration and reflection as they are working with interactive learning environ-
ments. The promising results indicate that, compared to our previous one-to-one
settings, there is potential in expecting young students to think-aloud while in-
teracting with educational technology especially if they see value by receiving
support. Furthermore, even rudimentary ASR and decision-making mechanisms,
as the ones presented here and simulated by our wizards, have the potential to
support at the very basic level reflection on the learning task and on the use
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of the domain terminology. Additional information on affective state derived by
cues either in the transcript or in the audio stream can also help in adapting
problem solving support [19]. We conducted a cursory analysis on top-level cat-
egories that indicated a positive trend on students’ more likely reaction on those
feedback messages that are immediately following students verbalisation, evi-
dence of a natural interaction. While students did not seem to react (at least in
an observable manner) on affect-related prompts, the relationship between affect
and feedback provision is very difficult to tease apart [20] and requires further
research that was out of the scope of this paper.

We observed the positive reaction of the students to the (simulated) ‘system’
and collected their comments that feed to our next iteration. In particular, we
identified a strong link between the quality of the speech production and the
overall interaction with students’ perception of the system and subsequent talk
aloud. Our immediate steps in an effort to make the system more fluid is to
improve the interaction by separating prompts that can only be read to students
in contrast to those that have to be shown as well. Future work on the interaction
will focus on how interruptive the messages are and carefully selecting the timings
of the reflection prompts. We are leaning towards post-task reflection that is
more natural and still has the capacity to contribute to student learning. In that
sense we can utilise ASR in a non-intrusive manner and open the window to
speech-enhanced intelligent support.
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